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Abstract 

Customer turnover, or the loss of subscribers, is a major challenge for 

telecommunication companies since it is cheaper to retain customers than to get new 

ones. This paper introduces an Artificial Neural Network (ANN) model to forecast 

customer churn based on deep learning methodologies. A vast customer database 

was examined to determine the factors that drive churn. The ANN model successfully 

identifies intricate patterns in the data and correctly predicts churn using several input 

features. In order to balance data imbalance—where churn customers are more in 

number than active customers—over-sampling and under-sampling methods were 

employed. The important findings indicate demographic characteristics, that is, age 

and use of the service, as strong predictors of churn. Those customers who are 

younger in age and those with low account balances or high complaints are the ones 

who switch providers the most often. The model allows telecoms to preemptively 

respond to churn threats, enhance customer retention efforts, and make informed 

decisions to increase customer loyalty and overall profitability. 

Keywords: Customer Churn, Telecom Industry, Artificial Neural Network (ANN), Deep 

Learning, Predictive Modeling, Data Imbalance. 
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The telecommunications sector is one of the most competitive and dynamic sectors 

of the modern economy. With the ever-growing number of SIM cards on the market 

and new telecommunication operators joining the market every day, retaining and 

engaging subscribers is a major issue for operators. Customer churn, the process 

through which customers shift to competing providers, has become a major issue for 

telecommunication companies. With the very competitive market and the diversity of 

options consumers have, telecom operators need to determine and keep valuable 

customers [1]. Here, demographic information such as occupation, income, location, 

and age are significant drivers of customer preference and behavior, thus serving as 

strong indicators of churn. Using deep learning models, telecom providers can 

forecast customer churn by examining customer data, usage patterns, and 

demographics. This enables companies to be proactive in action and take systematic 

steps to prevent high-value customer churn and mitigate churn [2]. In order to stay 

competitive, businesses need to move beyond reactive measures and implement 

predictive models that enable them to anticipate customer behavior ahead of time. 

This enables more informed choices and customized customer engagement 

initiatives, thus enhancing retention rates. 

The breakthrough in artificial intelligence in recent years, especially the development 

of deep learning methodologies, has introduced very potent analytical tools for 

processing large amounts of customer data with great accuracy [3]. Conventional 

churn prediction techniques, like statistical modeling or rule-based engines, usually 

find it difficult to handle the non-linearity and complexity of customer behavior. Deep 

learning, however, is capable of extracting subtle patterns from past data to allow 

more accurate churn prediction. These models can be learned from a combination of 

features such as call detail records, service usage, complaint history, and 

demographic attributes to detect subtle signals of potential churn. By using these 

smart systems, telecommunications operators can create targeted retention 

strategies, provide personalized incentives, and ultimately increase customer 

satisfaction and loyalty. 

In addition, customer churn not only affects the top-line revenue but also negatively 

impacts the brand reputation and raises operational expenses related to bringing in 

new customers. It typically costs five to six times more to acquire a new customer 

than to retain a current one, which makes churn management a critical focus area for 

telco operators. Predictive analytics, when coupled with customer relationship 

management (CRM) software, can help companies step towards a more data-centric 

decision-making culture. Deep learning models, because they have the capacity to 

learn and evolve on their own over time, offer a scalable and adaptive solution here. 
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Fig. 1. Customer churn prediction pipeline 

Furthermore, with the fast expansion of digital services and customer demands, real-

time churn prediction systems are becoming even more applicable. The 

implementation of such systems enables instant actions like offers, customized mes- 

sages, or proactive engagement by customer service. Not only does this lower the 

chances of churn but also upgrades the experience of the customer. Hence, the 

incorporation of deep learning-driven churn prediction models into telecommunica- 

tion infrastructures is not only an engineering milestone but a business necessity that 

acutely supports customer loyalty, lower operational cost, and better business 

positioning. 

In this research, we introduce a deep learning-based method- ology for customer 

churn prediction based on demographic characteristics in the telecommunication 

sector. Our project is targeted at developing an artificial neural network (ANN) model 

that is trained on customer demography such as age, gender, income, location, and 

profession to determine patterns that result in churn behavior. Different from usage-

based or transaction-based models, our research delves into how socio- demographic 

features can be used as early predictors of churn to allow more proactive retention 

efforts. Our study is consis- tent with Saha et al. [7] and Khattak et al. [5], who 

stressed the significance of diverse feature sets for effective prediction, yet expands 

on them by limiting attention to demographic-driven churn modeling. 

Some recent works have employed deep learning techniques like CNNs [4], BiLSTM-

CNN hybrids [5], and ensemble models [3], reflecting remarkable accuracy 

improvements in churn prediction. These often utilize behavior datasets (e.g., usage 

logs or call history). In contrast, our suggested system proves that it is possible to 

predict churn with high accuracy based on demographic attributes alone, as also 

evidenced by Wu [11] and Dalian et al. [12], who illustrated that structured 

categorical inputs can perform well in classification when represented correctly. By 

incorporating our model into a web- based system in Flask, this work not only adds 

predictive precision but also to the deployment of churn detection technology in 

telco-infrastructures. 

II. Literature Review 
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The telecommunications sector has been undergoing rapid change fueled by rapid 

technological advancements and in- creasing demand for connectivity. With the rising 

ease of shifting to other service providers, customer retention has become a key 

challenge. Current studies highlight the need to grasp the driving factors behind 

customer churn in order to construct compelling retention strategies. Classical 

analytical methods tend to fail to capture the subtle and dynamic trends in customer 

behavior that lead to churn [1]. 

Emerging advancements in deep learning have provided more effective techniques 

for analyzing customer information. Such models can handle large quantities of data 

and capture im- perceptible patterns that may not be detected by conventional 

methods [2]. Demographic characteristics, usage habits, and service interaction 

records are used routinely in prediction models to determine likely churners. Deep 

learning models not only improve the accuracy of predictions but also allow telco 

operators to adopt an anticipatory strategy towards customer interaction and 

retention [2]. 

Many experiments have compared different predictive methods and their 

effectiveness. One prominent study used a host of machine learning algorithms such 

as logistic regression, decision trees, and support vector machines for predicting 

customer churn in the telecommunication sector [1]. Out of these, ensemble 

techniques such as random forests showed the best prediction accuracy because they 

can combine lots of weak models and minimize overfitting. This extensive analysis 

gave valuable insight into the performance of each model in handling churn-related 

data. In addition, the study revealed critical churn-influencing features like call 

duration, service downgrades, and customer complaints that are vital for the 

formulation of focused marketing and retention strategies [17] [18]. Nevertheless, 

the research was narrow in scope since it was mainly based on traditional machine 

learning methods and did not examine the possible advantages of deep learning 

methods. The reliance on static historical data sets fails to capture temporal changes 

in customer behavior, limiting the models’ adaptability to real-time shifts. 

Conversely, there was a study that explored the use of deep learning, namely 

recurrent neural networks (RNNs), in modeling customer churn [2]. RNNs are 

especially geared to identify temporal patterns in sequential data, enabling them to 

identify changes in behavior and changing usage trends that conventional methods 

may not. The study proved that deep learning-based models recorded better 

predictive accuracy, surpassing conventional algorithms in terms of precision and 

recall. It also validated the scalability of deep models for analyzing large telecom 

datasets. Despite these benefits, the complexity of RNNs poses a challenge with 

regard to interpretability as stakeholders find it challenging to grasp the reasoning 

behind specific predictions. Deep learning models are also computationally expensive 

and, thus, require extensive training time and resources. It also emphasized the 
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overfitting risk when models are used with tiny or imbalanced datasets, potentially 

lowering their performance in practice. 

A third study suggested an ensemble learning methodology that integrates multiple 

machine learning algorithms—like decision trees and gradient boosting models—to 

enhance churn prediction performance [3]. The ensemble method improves 

dependability by taking advantage of complementary strengths of different 

algorithms, practically eliminating individual model biases and enhancing stability. It 

was demonstrated to be extremely efficient in telecom scenarios where data is likely 

to be noisy and varied. This method also illustrated its applicability in practice through 

solutions to real-world problems involving customer engagement and retention 

programs. Nonetheless, the research indicated that ensemble models are more 

complex to deploy and maintain, necessitating sophisticated technical expertise and 

more robust computing hardware. The performance of ensemble models also largely 

relies on the dataset used during training; poor data quality can lead to low prediction 

accuracy [16]. In addition, the study did not compare the ensemble method with 

deep learning methods, precluding the relative measurement of its effectiveness 

against more sophisticated models. 

In summary, the literature provides a range of methodologies—from classic machine 

learning to sophisticated deep learning and ensemble methods—each with strengths 

and weaknesses. Although deep learning models provide better prediction and 

temporal pattern identification, they consume more computational power and pose 

interpretability challenges. Ensemble models enhance accuracy and provide real- 

world applicability but at the expense of complexity and dependency on data. A 

combination or hybrid strategy that captures the advantages of both deep learning 

and ensemble techniques might provide a promising avenue for future study in 

telecom churn prediction. Future research should focus on developing lightweight 

neural architectures that maintain predictive performance while improving 

computational efficiency [19]. Moreover, novel explainable AI techniques could be 

integrated to bridge the gap between model complexity and interpretability in churn 

prediction systems. 

III. Proposed Framework 

The proposed framework for predicting customer churn in the telecom industry 

leverages deep learning techniques to analyze customer demographics and 

behavioral data. The framework is designed to identify patterns and key factors 

contributing to churn, enabling telecom companies to take proactive measures. 

A. Data Collection 

The process is initiated with the collection of data, wherein rich customer information 

is captured, which includes demo- graphic characteristics such as location, age, 

gender, occupation, and income, along with behavioral information like service 

subscriptions, data usage, call duration, billing history, and customer care 



Vol. 03 No. 02. Apr-June 2025  Advance Social Science Archive Journal 

2185 | P a g e  
 

interactions. Data is collected real-time or in batch mode from time to time so that 

the information remains complete. 

 

 
Fig. 2. Proposed deep learning framework 

A. Data Preprocessing 

After data collcetion, the data preprocessing step consists of cleaning and getting the 

raw data ready for analysis. Missing values and outliers are dealt with, numerical data 

is normalized, and categorical variables are encoded. Care is taken to deal with class 

imbalance, where methods such as over-sampling or under-sampling are used to 

avoid the model being biased towards non-churning customers. 

B. Feature Engineering 

During the feature engineering phase, relevant features are derived to improve the 

predictive ability of the model. This involves aggregating demographic characteristics 

(e.g., age ranges or geographical areas), examining behavioral patterns (e.g., usage 

frequency or complaint history), and computing new measures such as customer 

tenure. 

C. Model Development 

The fundamental of the framework is model building, where a deep learning 

architecture in the form of an Artificial Neural Network (ANN) is utilized. The model is 

then trained on past data with labeled churn results, and hyper parameter 

optimization is conducted to maximize performance. The data set is divided into 

training, validation, and testing sets to critically analyze the accuracy and 

generalizability of the model. 

The data for this study is acquired in CSV format that holds customer information that 

is specific to the telecom sector. The data comprises both demographic attributes—
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such as age, gender, profession, location, and income—and behavioral qualities, 

which comprise call duration, data consumption, billings, subscription types, and 

many more as shown in Figure 3. This dataset holds labeled records about whether a 

customer has churned or not, which is appropriate for supervised learning. The 

dataset contains 7,044 customer records with 21 features. Prior to analysis, the data 

preprocessing is done to handle missing values and class imbalance ensuring efficient 

model training. Categorical features like ’Gender’ and ’Partner’ were one-hot 

encoded, while numerical features such as ’Tenure’ and ’Monthly Charges’ were 

standardized. Additionally, oversampling and undersampling techniques were applied 

to address the skewed distribution of churn classes. These steps ensure the dataset is 

robust and suitable for training accurate predictive models. 

Fig. 3. Dataset description 

The below Figure 4 shows how customer churn relates to how long customers stay 

with the company. The graph compares customers who left (Churn=Yes) versus those 

who stayed (Churn=No) across different time periods. Key patterns emerge: 

customers with shorter tenures (under 2 years) are more likely to leave, while long-

term customers (3+ years) tend to stay. This helps telecom companies focus retention 

efforts on newer customers who are at higher risk. 

 
Fig. 4. Distribution of Customer Churn Status by Tenure 

IV. Algorithm Working 

Having gone through several research articles and academic journals on customer 

churn prediction in the telecommunication industry and on machine learning 

classification methods, deep learning, that is, Artificial Neural Networks (ANN), is one 

of the most impactful and commonly used approaches to churn prediction. Although 

traditional machine learning algorithms like Decision Trees, Random Forests, Logistic 

Regression, and Support Vector Machines (SVM) continue to be used and are 

adequate for the majority of classification problems, they tend to be inadequate 

while handling a large amount of dependent information and intricate behavior pat- 

terns. Deep learning models, on the other hand, are capable of learning complex 

relationships and hierarchies of features by means of automatic representation 

learning, and this is particularly useful in areas such as telecom customer analytics [1], 

[5], [7]. 
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In this research, we use a Feed forward Artificial Neural Net- work (ANN) for telecom 

customer churn prediction. The ANN architecture mimics that of biological neural 

networks and can learn intricate non-linear relationships between input features and 

output target classes. Our ANN model is made up of an input layer, three hidden 

layers, and an output layer, each of which is fully connected. Each layer has several 

neurons that perform weighted sums on the inputs followed by applying an activation 

function. These neurons act cooperatively to find latent patterns that affect whether 

or not a customer is likely to churn. 

The input layer takes a mix of demographic and behavioral characteristics such as age, 

gender, occupation, income, use of services, tenure, location, and complaint 

frequency. These characteristics are normalized first to bring all the values onto the 

same scale, which helps in achieving faster convergence and stable training. The 

hidden layers make use of the ReLU (Rectified Linear Unit) activation function, which 

is efficient and can deal with the vanishing gradient problem. In the output layer, the 

activation function is a sigmoid that produces a probability score between 0 and 1. 

The score is the probability that a customer will churn, and the threshold (commonly 

0.5) is applied to translate the probability into a binary class label (churn or non-

churn). 

To train the model, we utilize the back propagation algorithm, which is a type of 

supervised learning algorithm trained by adjusting network weights based on error 

received from the output layer. The error associated with predicted and actual 

outcomes is computed using binary cross-entropy loss function and optimized using 

Adam optimizer known for managing sparse gradients and noisy data efficiently. In 

order to assess the model’s capability to generalize as well as avoid over fitting, the 

dataset is split into two parts: training (80%), and testing (20%) sets. During training, 

dropout regularization is also applied where neurons are randomly turned off 

improving performance by reducing co-dependence. 

 
Fig. 5. Workflow of the customer churn prediction system 

Churn prediction datasets come with their own unique chal- lenges; one of them 

being class imbalance that occurs in ratios such as churners being outnumbered by 

non-churners. Such bias would influence prediction in favor of majority class 

dominating models performance. To balance out this dispar- ity, we apply Synthetic 

Minority Oversampling Technique – SMOTE which augments minority class elements 

(churners) by synthesizing new examples through blending existing ones. As a 
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consequence, during model training sessions where input data patterns related to 

churn behavior are identified they trigger ideal responses due to heightened 

sensitivity on discerning relevant shifts. 

The model is evaluated based on typical classification metrics such as accuracy, 

precision, recall, F1-score, and the confusion matrix. These metrics give a complete 

picture of the efficacy of the model. High recall, especially, is very important in churn 

prediction since it measures the model’s capability to correctly classify customers that 

are truly at risk of leaving. Our model performs well in all these metrics, validating 

that it can be used for real-world practice. 

The whole model is created in Python by utilizing TensorFlow and Keras libraries in a 

Jupyter Notebook environment. Once the model is trained successfully and validated, 

the model is deployed via a Flask web platform, which facilitates frictionless user 

interaction through a browser interface. End- users can enter customer information 

via a web form, and the model will return an instantaneous churn prediction. This 

configuration allows seamless integration with current CRM portals or customer 

service dashboards, offering actionable insights towards business decision-making. 

Having reviewed various published research on customer churn prediction, it is clear 

that ANN-based models provide flexibility and strength in working with varied input 

features and high-dimensional data [4], [7], [12]. In contrast to traditional models that 

tend to demand feature engineering by hand, ANN models are capable of learning 

meaningful representations directly from raw data and hence are well-suited for 

dynamic, massive environments such as telecom. This deployment demonstrates the 

applicability of a deep learning solution—supported by intelligent preprocessing, class 

balancing, and efficient deployment—being a feasible and scalable strategy for 

minimizing customer churn within the telecom sector. 

V. Results and Discussion 

Telecom services and customer relationship management systems are vital elements 

of operational achievement in the telecom industry. Telecommunications companies 

try to find out-risk customers by studying usage patterns, demographics, and 

grievances, and hence enhance loyalty and minimize churn. This study creates a deep 

learning model for predicting churn probability from past customer information and 

produces actionable insights that telecom operators can use to enhance retention 

efforts [2]. 

This study will forecast customer churn in the long term with the help of artificial 

neural networks. The model classifies various kinds of users (active, at-risk of churn) 

by analyzing their demographic information (age, gender, profession, geographic 

region) and behavioral parameters (use of service, complaints, billing rate) [3]. 

Our approach identifies latent churn behavior in the data to assist telecom operators 

in ahead-of-time targeting of customer segments. Churn is likely to change 

dynamically based on user engagement with the service, current satisfaction, and 

available alternatives in the market [5]. Today, the telecom sector operates under 
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intense competition and high velocity, and this work responds to the demand for 

data-driven real- time prediction models with scalable industry requirements. The 

experimental environment was done in Jupyter in Python with libraries such as 

TensorFlow, Keras, and NumPy. The dataset was preprocessed to address imbalance 

and missing values prior to training the ANN model. Results show that this model 

performs with high accuracy in forecasting, with an overall accuracy of about 82%. 

To make predictions, we input customer profiles into the model interface. The system 

returns a churn risk score, allowing telecom personnel to act with retention offers. 

The model also monitors performance over time so that it can learn from new 

behavioral patterns and customer groups. This study demonstrates that a deep 

learning-based methodology not only offers greater prediction accuracy but also 

offers flexible deployment choices for real-world adoption [3] [6]. 

 
Fig. 6. Accuracy of ANN model for predicting customer churn 

 

Fig. 7. Confusion Matrix Analysis 

A. Confusion Matrix Evaluation 

To evaluate the classification performance of the proposed model, a confusion matrix 

was generated, as shown in Fig- ure 7. The matrix provides a detailed breakdown of 

correct and incorrect predictions made by the model. The accuracy, Recall, F1-Score, 

and precision can be obtained from the confusion matrix. [1] 

The following explains how each term described in our model: 

1) A customer who is churning (positive) and classified as churn (positive) is called 

“true positive (TP)”. 
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1) A customer who is not churning (negative) and classified as not churning 

(negative) is called true “negative (TN)”. 

2) A customer who is not churning (negative) and classified as churn (positive) is 

called “false positive (FP)”. 

3) A customer who is churning (positive) and classified as not churning (negative) 

called “false negative (FN)”. Accuracy computes the percentage of customers 

who are correctly churned or not churned. 

Accuracy: 

Accuracy=                                           ≈0.817  (1)  

 

 

Precision the percentage of TP to the sum of TP and FP is knowing as precision. 

 

Precision=                               ≈0.685  (2)  

 

Recall focuses on the number of FN thrown into a prediction mixture. The recall is 

also known as sensitivity or true positive rate, and it is calculated as the following: 

Recall =  

                                                             ≈0.571  (3)  

 

The F1-score becomes one only if both “precision and recall” are 1. Furthermore, 

since both “precision and recall” are high, then the F1 score is raised. The harmonic 

mean of (precision and recall) is the F1-score. 

 

F1-Score=                                                 ≈ 0.622  (4)  

 

The AUC evaluation metric is also used to measure the efficiency and performance of 

a binary Classifier. The AUC provides a more powerful evaluation metric than other 

evaluation metrics, which measures a supervised classification’s overall performance 

by considering all potential cut-off points on the receiver’s operating features curve. 

[1] 

V. Conclusion and Future Work 

Customer turnover has ever played an important role in the telecommunication 

sector, with financial implications for businesses and disruptions in services for 

subscribers. In the present competitive era, managing and predicting customers’ 

actions have become an essential part of relationship management with customers. 

Therefore, identifying and retaining potential high-value customers who are about to 

churn is one of the most important decisions that a telecommunication service 

provider has to make [1] [10]. 

In this study, a forecasting model is introduced that can predict customer churn in an 

accurate and efficient manner with demographic and behavioral information from 

TP + TN 

TP+TN+FP+FN 

TP + TN 

TP+FP 

TP + TN 

TP + FN 

Precision + Recall ×2 

Precision + Recall 
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telecom records. This research discusses the churn forecasting process, its 

methodology, and implementation and deployment in the telecom sector. The 

research applies deep learning methodologies—namely an Artificial Neural Network 

(ANN)—to analyze customers and generate actionable forecasts [4] [6]. In order to 

generate quantifiable outcomes, demographic and behavioral characteristics like age, 

occupation, income, usage of service, and complaint frequency were processed, 

encoded, and used as input for the ANN model. The algorithm learns the patterns in 

the data effectively and predicts if a customer is probable to churn. Younger users, 

frequent complainers, or low account balance users were considered as probable 

churners. This study employs the model with Python and TensorFlow, ensuring its 

efficacy with measures such as accuracy, precision, recall, and confusion matrix. The 

generated model proved to be highly performing with robust classification capability. 

Consequently, the present intelligent churn forecasting system achieves the 

requirements for detecting risk users in real- world telecommunication settings. It 

would be an extremely effective decision support tool for telecom operators to grow 

customer retention and mitigate churn-related losses. The system helps companies’ 

spot unhappy customers early, so they can offer special deals to keep them. This 

saves money and keeps more customers happy in the long run. In addition, it 

empowers telecom operators to respond promptly in rolling out customized offers, 

enhancing customer satisfaction, and generating long-term profitability [3] [9]. 

Future development for the system would make it even more effective and applicable 

to actual telecom settings. With one key direction being the integration of real-time 

streams from telecom systems to allow the model to make dynamic predictions of 

churn and enable real-time interventions, deployment onto cloud platforms like AWS 

or Heroku can enhance scalability, robustness, and worldwide accessibility. In 

addition, integration with third-party APIs (e.g., email, SMS) would make it possible to 

send automated notifications to customer support teams upon detection of high 

churn risk—an idea also discussed in recent research like [8]. 

Adding interactive analytics and visualization to the web dash- board would enable 

business analysts to better informed, data- driven decisions. The use of Explainable AI 

(XAI) methods like SHAP or LIME might make the model more trustworthy as it would 

provide insights into the reasoning behind each prediction. The predictive capability 

of the model might also be enhanced through the use of more diverse data sources 

and testing ensemble or hybrid models as investigated in [5] and [7]. Finally, 

functionalities such as user authentication, an admin panel, and multi-language 

support would make the system more secure, adaptable, and accessible to different 

categories of users. 

As a whole, these planned developments are meant to take the system to the level of 

a complete, enterprise-level solution for predictive churn management for the 

telecommunication sector. 
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